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§ 1.1 AMEDOE=R

WTEE, EEYE (Deep Learning) ZHub& Lz ATHIRE (AD HiOFREIZHEE L
<. HIGEEH. BASENE, SRR ZIRIChz2 7B CANMEEE T 2 HREER R L
TW5. Rz, KEEEGEET L (Large Language Models: LLM) DEIGE, Al LM
RIRBEINCED . L L, ZRSDETANEERILST 2 — T, ET VDT X —XE
FHEEEEEENTER L T0 5 20X, SEFEOREKRNL LLM T TED S Bk T X —&
EFHT52Z2dB LR, 20FEBIUHMICIIERLEITEER ENNALEL 5.

O TEFLOBEXE) & FHECBWTEANRFELZ X TWS. H—I2,
DL A Ty GEBIE) OFETH 2. HENEESL Y 72 4 8RR Y. BIRHED K
BNZT7 TV r—2a ilBWT, ERBRETILVOEARIES R T L DIEEHREZK T
XEPERE B HF U, Ty VTN ZANOEREORBEXTHS. A~v— 1+ 7+ > loT
TNAZD &S RETEBFRPA VAR, Ny 7V —HNOd 2RETIE. BEXEET
NE2ZDEFHEXIRS 2 L IZHENTIRRW. H=12, BEAROMETH 3. AL EFIL
DB B S HEB OB RIZ, FiirlpELFEIE (SDGs) O#lEN 5 b T
ERVWHEE 2o TWV5.

IS DFFEITHLT 2720, ETLVOBEBEMPEFERICHE I TS, ZDORE
WaFiEO—2N T —=27 (Pruning : BXD) ] TH2. I—=2T7F, —a—7
Ny NI =T DNRITXA=2DH55, #HEHHENDFSEINI WV, HEVIITTETHS L
N EEHIBR (¥afk) §2328 T, ETADYA XZEML, FHEa Xt Z2HI
WS A2EMTH 2. EVMFRRMD S F T ZRAEEH, REBETAELRMES 2K LIEL
LTW Fat BB E2ETWS.

PERD TN —= TFEDZ L 1F, FBBEADET M L TEADHIHEL/ N WS D
ZHIFRL., Z2DR. EEXEEXE27-0I1CH%YE (Fine-tuning) %175 2 W5 FIEZ B
. LhL. 20 FHEY O7/nte AEZ KRR EEIE I R F230005 & WS ER
Hb.Fl, COEAZHIRINELEWSHE () 2> —) OPWER, HIFRED A v
b — 7 REDSRIE T H 5 RaEE 7 < . BTERI AR ERIEV. FHC, ST LOMERE
b zid, FEHOXAF IR (NREBH) ZARLECSIEDIVRIEZMES.

—H T, Za—I903y b= DFEARCEA FIVRZDIDERRTS7 Fu—
Fr LT, IFRENERICBITS TXA—3IF 17 b T2 & (Terminal Attractor) | D&



PEHEINTWS . @BHED=2—I 3y V7 =27 D%E (R RERZE) X, V7 Yy
YRR T HFERICEDSDVWTE D, BENE IR A (7 b7 7 &) NITER
DR Z 0 THEREANCIR S 2. 0% b, s LIXAREHMNICTERICEEPIR T T2 2
LRV L 2RI L, R=IFAT bR Ty VEERRESICBVWTHS Z
T, AHLEDE RPN SICERES 2 2 & 2 BEAINCRIE S 22 TH 5 BT
ey LC. BRI A v + 7 —2 (RadialBasis Function Network: RBFN) Zxf L.
CDR—=IFNT I RBEATE LT, FEEBO ERZIEE L. 2 0mEndICPCR
IHBZFEPRERINTVWDS T2, AEL=—2—m U 2HIFRST 2 THS (Competition)
A=A L EMAEDE S Z T, MEDOFREL L FHOEHR L2 FRHCK 2504 b 72 X
nNTEk .

§ 1.2 AHAEDOBER

AFEDOERZ2HINE, X—IFILT7 b7 ROWEEEALH LV 2—F 0%y
NI = DN ==V FFREZRE L, TOAEMMEZEIET 2 2 TH L. BIRINCIE, 7
KOBEAHADRKZZDAIZHE DL EINB SN —=2 P TERL, ¥ EDOXAF IV RA%2EE
LB TN —=0 7Y AL 2R 5.

PERDBEEICFED 228 TlE. ARZERED S HHAZERIC B W TEENER LRI, &
N TN — = ZTHOIEEREEE S B ER L o T\, RIFZE TR, EZERB DAL
BHRICEZ—IFAT7 V27 XERMINT 2 2T, FREAEANORLDNIEEGD, TL—=
Lo TEUTHEDHILZERREHANIC, 2 o20RICHEX 2 X=X L%2EHT
5. ZUc kb, PERFERr LT, ArvwEEnET, FEM ELOBE s OREET
NERT e 2HIET.

AMADOHE _OHMX, REFELTAKHRSEETND 7 74 v F 2 —=7 (Fine-
tuning) WA L. ZOEAMEZRELT 22 TH2. HIZETHRTZ2 X511, LLM D
T3 AV Fa— Y PERFEDR AT IS I 2 T-DICEHBETH L0, BT RX—K%
BT BIEEKRBFHE IR 2300 5. 0FETld LoRA (Low-Rank Adaptation) 72 ¥ ®
NI RXA=ZMEDORBWEEFE (PEFT) PIREINTVWEH, AFETIEINS LITER
2770 —F LT, R—=IFAT7 77 RERAOIT I —=0 72 X 2808 (L e BT
% . BEARINCIE. FRIFEBEADET I L, XA ZHEIGICHERERLEADAERL
DD, R=IFNT7 b7 7 XRDOFBIT X o TEBE L FlEANIGR X8 % Z & T, [FHFFHE
D ¢ THEmeET voRE(l) O ZEIFHSERTS 2 Z &2 HIET. 24U, it
75 TH % RBEN IZBIT 3B EEEPEHX =X 2 OEM%E, BIRD Deep Learning DX
IR CHEMIR L. SXRIT 8T X —XZEMICBT 2 REILREYE L CIRR T 2ATHH 5.

§ 1.3 AwmXDBIE
RESLERD & 5 1S 5.
B1E AHAROBERE BRI OWTEHHAT 5.



OB —2— IRy NI —PIZBIFEZ TSN —=oV PR —3IF LT NI T RIZONVTE
5.

F3E AHBSEETLE I 7 AV Fa—=V IOV TELD 3,
FTAB HEFEICOWTHHT 3.
FE5E BAETEREZFTIET, BEEBERN ICERE2ITS.

FO6E AMXICBILREEITONEEZLDDOD, AR TEHRTEL-I L 5HOE
HIZOWTHIRR B,
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§ 2.1 ETFIOEE(FELLTOIIN—Z=2T
(1) IMRDZa2—FI2xy FT—VICEIT3FRBEBRECOVEY

ITAED Deep Learning OFEITHE F L <. HGZEH,. BASHEULE, SHEHE Vo
1B Db XA 7IZBWT, NHEZEET 2 HREZER L TV 5. K2, Transformer
7—=%77F xOFGLUKE. ETAVORBEI (RF—=V 7)) BHERALDOZDDRD
WFER 7 Ta—F e, NI X=REPHTEDP SBOKD A — X —12ET 2 KEIRFEE
ETNABBULLBRVWIRRHEZ>TWS. LL, 20X RETLVOERZ, FIREFED
WA, #EmL A 7 OE, BXEHEEBIOEME W HRANGHREZRZZ DT TNS.

IO DOFEHLT 2720, ETNVDIBEZHEIL DD, 7 X =& HHEE R ZH
W32 Fer gty SEMomERERILL TWs . BELD 7 Fu—FI3ZIRcbi %
M. FELZBIDL LT, NIAXA—XOBUERH L Y v 2R ST Bl BERAZEE
TNADHEZ NERAEFEET VCER X E 2 TH#AY). Z L TAMROTFETH S,
B ER = 2 —n Y RYEANCHIBRT 2 [Tr—=27) B Foh5.

(2) Fh—Z=2IDERLEMFNER

T—=227 (BXID) ik, ZEEAD=2—F L%y T —27, H B0 ERRIC
By VT—=Th5, HEREEADRFTGMEWITER VT X — X2 #IRPNCHIBR L, X
R—=2 (Bf) BEGENCZTI2HEMTH 2. FEME, —2—FLrxy NV —F7DEA
N7 ML w iU, Ly /v GEEnEZOR) Tl LT, HEEK E(w) %
RMET 2 EcEftiE e L TERLTE 3.

m“i,nE(W) st |lwllo < k(%) (2.1)

ZZT, k ZEEL T 2IEERARIX =R THL. ZOTFNET Ta—Fik, kY
BB T>FFZEE (Synaptic Pruning) | ICEEZ/{ TV 5. AM DO FEEEIEIC
BWT, HYEHIEER 72 > F S RAFEEDER S NS0, RISV, SRS 5D
FH S 28 U THEAEE DRV E IR S L, IR AR R RIS, Z
DEYEN T TEEETR) DX D= LE, Bo T ¥ — AXR—ATEERHARE
PREBTE-DOEHNZEIETHD, AT=a2—F1 %y F7—2Z12BWVWTH RO
FAEMWAJRETH 2 Z e IRB XN TN 3.



(3) FEBFEBETILICEITZEE(LERMTOBLER

o =11k

2=y b7 =27 OEALTEELEIEIL. @ 32 ¥y b OFEVNIEL (FP32)
THRHxNh 2. 287, chz16ey b (FP16). sE» b (INTS), HIWIZh
TR Y y hREWCEHRT 2 TFETH L. REBEEEXNF228 T, EFLD7 7
ANH A XEBIFNCHENL. XV RBRIROFH e EEOSE(LE2EHT 2. L L,
fdti7e By PEHIRIXTEREORECHHE, BEOKFZ5|ZRE I3 ML — M4 7037
5%,
o HIERDIRHE

KR CcEMERERE TV (BEiTT L) O AHABEGRSHEEOREEZ., /NI
RETN (EREETN) IWEBHIELFETHS. FUTIEM F ~L (Hard Target) %
RT3 TRLE, BETET AT MRS (Soft Target) X E 2 Z

T, MIBEET LV TH > THHEMET NIV LEREZ R X2 Z e ZHI
5.

HATHDBTETH D, EBIIFENT > 7 TIHEMATRETH 2 L WHIREICHE S F
HETH 2 BRIESE (SVD) Y E2HVWTERETIZERO/NX BT OIS
fRT 22T, NI X—ZBEPHIHT 3.

(4) FN—=>IFED7%E

TN—= 7%, FOHIREAMICK > T DBE#EL v —= 7 ¢ THEE L —=
Y7ATKRAENS.

o JEMHE(L 7V —=>7" (Unstructured Pruning)

il % DEAHNT X —& w,; ZHIL LT L. HIFRNRE T5FETH L. ETLD
B RHR Z 2 TR0, HiE LI3RD ANER AT XA - X2 RBREIRETE, &
WEMER E FEEOMEFLTAZLSLTW. L2 L, BRELTEONI2EATINET ¥
R LI T8 (Sparse Matrix) 72D, XEV _LOEENERE L 725729, GPU
ﬁZ‘@ﬁﬁU?ﬁﬁﬁ)\b— RO 27 IZBWTHBENRZA LXE2 Z e L v ) 5EE
L OFED D

o MhE L 7L —=>72" (Structured Pruning)

TANER (I—=2N), Frri, HErWVE=a—a 2R oz, FiE ORISR
THIFRZATS FIETH 2. PIZE. BAAABICBIRED 7 1 V22T LHIFR
TR, R~ Yy TOREBD . RigOHEE HIRS NS, ZOFHERIEE, 17
FIDTTCE DD DEMNT 272D, GHDIA T7VN—Fv 27 2ZHWT LD,
AR 72 B85 CHERREEE D] | (Speed-up) 2 =R TZ AN D 2. [, JEMEE
LN —= 2 7R THIBRO BHEDME S, A UEMRTORBETAIREL RS
DD 5 .



(56) BUIY>— (BEEE) ORERE

TEDNRTA =R ZHIBRTRE D) ZUGET 572D DIERIY Y 22— (Saliency) &
I, TN —=r 7 DOUREZ AL T 2 ROELEBERTDH 5.

e Magnitude Pruning GifiH{EFLYE)

&S ERAPDLESHWSNTWAEETH D, HAOHNIHE |w| 2 Z DEEE & A
725 THOHEDV NS WEAZ, ATHEZIIN L TN RRVE LIRS Rneo, i
NDOFEDBEYMTDH 2 LWHIRERE D . FHEaX F3flD TEL, 2L 0BG
THooia MRz T 5.

o HJAC « N BATHINCED B

HREBD T4 7 —RBEICEDE, 87 X—XOHEBEE ZBITHICFHES 2 7 7
O—FDBEET 5. 2 FFEDEAZHIFR (Xafb) LZBICET 2 BKE”D
2%, BEANGEM - HET 2D TH 5. EKRNALFEL LT, —XMm (4
ie) DIFEMD A% V2 FiER. XM (N 1T5]) OTERE TEET % Optimal
Brain Damage (OBD) % Optimal Brain Surgeon (OBS) 2D 6N TV S. T 5
FHMZEADMMEZEMEL 255 L KL T, & D BRI OREIR 7 X —
BBFEDNAIRET H B & WO MR ZERD.

(6) FIN—=2J%OBEHICHIT35EE

TN—=V T RFETTDE, 39 VT =T DT X—ZWRET 3720, —RKHICET
NORBNPME T L, #HEERFEE (Accuracy) 08— L ¥ 7 4 (Perplexity) 2E LT 5.
COHLEAEZI R 7-DI21F, BENT T A —XEHAWTHEEE 275 (774>
Fa—=VT ] BAR]RTH5.

Ll ==V Ik oTANN=AfLENTctry VT —=20F, ®#E{bD T > R R —
7 (BAZEghmE) 2wz b, BAfE (Local Minima) 72 b— (Plateau) Zffah
T %5. ZOME, BEOARME NEEZHAWZEHAE TR, BEDORBICZL DRy 7
BEELED, HDEWVITCORBEETHELENAR» 272D T2 75 —APEAE IS . FIC
KM SEET LD T 7 A VFa—= V7BV TIE, 2EaX NOBERKIBEGHTH 3.
L7zDo T, IN—=V 7ROFFEEZ, WhiZ TEd ) 20 HESE ) [POREE 2% 0055,
FH EORZ IR L 2o TW 5. AL TR, ZOREIINT 2L LT, XHIT
WwRE (R—IF N7 T &) ZEATS.

§ 2.2 HBEFREATHNRTZIHY—ZIFILT S92

x5, M ERICB T B OIHHEREII N S 2o — B2 RAL T 2% TH DY Ty
VI DOWTHIAS 5.

TSy st



ftz)Z, BARXBI Q= (t,z) ||t —to| S a,|r — x| SOTEREINEAKLETS. D
BEMLYBDY, QWD 25 (¢ ), (t,y) ITBWT,

CRBEE, fIXV Ty VR RS

ZDN Ty VMM EINS Y, ZRFNOUAEREICN U T —BERENTFEEL, £
DR DOWETET N B SO K. b5, BB FEESIEo L 20T, GRE
BN T RIcEETE RV, ZHAUICRBEN ICE XX 2 2, a8
EREIZARREETOWRERETZ N TERVWE WS I THD.

ZIT, ZOVTToVEEEHEZ L VWIEZICRESOWTHRO—ESELZH 2 ZickD,
ARFFEANT =2 =903y MY =72 EBRICICRT 2 Z e 2R L 7] 7. 20X57%
BEBTHEER—IF LT NI 7R MR, TDXR—IFL7 b7 27 ZOME&% CRBEN
WHEHAST 2 28T, ICRE O EREZIEETE 2 X512 L7z 22Tk, Fele ©F
FRANINRTE 3 X5 IBIEXINEY F AR GEAZEH T 3.

WE, EEBBV (w) & LT

}:mxz x;) (2.3)

%i%?%.ﬁﬁ@ﬁV()M/%7X%%kﬁ§n@0ZW%E%%EW&%S@Q@%
ERIEETD 2. O F FTRAEBEFKBEE ) (x;) DREICEKEZE LRV ERET S L, ZOK
2D

:_Z [ZU X 5] Xz ZZ&Q Xz gh Xz Wh, dﬂ

h=1 i=1

2
= — ij <ozj — Zyjhwh> <0 (2.4)
j=1 h=1

L7570, IEERBV (w) 23 Lyapunov B8 722 Z &b s, 25612, V(w) >0T
Hh YW <0THEILnD, TOVATLAFMELETHZ L VS ZLbhD
Z 2T, BEhw; QR %

dw; V(w)° vV (w)

= A (2.5)
dt w)\? 0w
S () o
rBy, V(w) OREMMNE
M w) dw;
w)dw; | _ ¢
E { T } AV (w)° <0 (2.6)

J=1



|||||||||

X 21: R—IF LT+ 7KL X 22 R—IFIALT7 I 7XHD

£ 21: R—IF)V7 b 77 XEHATZROBUELE
BEA wq Wo w3 wy Ws We wy wg Wy
AT | 2.88 5.65 5.19 2.95 5.92 5.35 2.67 8.11 2.03
A% | 2.91 5.65 5.18 2.98 5.93 5.35 2.69 8.12 2.01

Y5 REL, cld0<ce< 1 B2MET. V(w) SR L ¥ B ICHFARD U, P
WMREL D ZeRbhrd. Z0r &R ¢+ 13,

ﬁ
= [ dt=
/ / Vi

_ - V(Wt )~ V(Wo)l_c
= Au—@) SA(l-9 27)
ThHzoh, ARREANTIRT 2 Ze23bn b, V(w) ZEADWIAMEE FHWTEEL
7z Lyapunov BV (w) ODFIHHET, V (W) I FERTOV (w) DIETH 5. V (wye) =0

DGE, N (20 OFEEVKILT S, Z I THEEEA %,

" (1—¢)
C Viwo)
LI B ECRREZIEETE 5. ZOX—IFL7 b7 7 RXROEE% CRBEN ICBI) 5 H
ADEEFHEAT 2 2 2T, PHPREBICBOWTEREBRBOEMNZ WIGE TSIk EHH
IDHELEH 2R TIEZ e 2 5.
7z, 7] ] TREINTWEX—IF LT b7 REHIC, B TREINX—23
FATFI 7R [ BEFHETS. AT [?2] TIREZNTWER—IFILT 57 &R%
FAWTHEMBOEADEE 2175,
3, £ LOVERAt TIORT % > F A REDORZ L% Lyapunov B%% F W
THET 5. £ T, Lyapunov DR EZL%E

(2.8)

dV(w)  V(wo)RV(w)r

at Rt (2.9)
TEHTS. 22T, rﬁlf@ﬁmﬁﬁ@ﬁﬁféb R="UTHz ZOk>5KE
FEDAJREIC T o 7= DIE, Lyapunov BAEDEH X, EE LL\HjjJ DIENREERIE % E RS




LTRELAEDESZE TEHTXARFDEGEEZEZATWENLTHL. ¥F S An[¥k
R

M
dw;
d_t] =A (%’ - ;%wm) w; (2.10)

ETHIENTES., ZDE X, Lyapunov BE DRI A2 LI

av (w) u u 2
e —A Z w; (ozj - Z yjhwh> (2.11)
j=1 h=1

%%, 22T, AKX e X (D) 2 oRET S Z EHA[EET,

1 V (wo)*V (w)”

2 *

S w (%‘ -l %’hwh> fit
YEHINS., DIEXD, BELOVER ¢ TREBEANINR S 3 > F S AN Rz

A:

(2.12)

M 1
dwj . (aj - thl /thwh> wy V (W())R V (W);
dt 2 Rt*
Z?Q Wi (%‘ - Zthl %’hwh>
TERTAIELNTE 3.

X, KPR —IF)L7 b7 7 XEHFIEOEAw DFEEREY, EAITEBEOK
fEIC K2R RS, —IF07 b7 7 ZEHRTTIEEA w,~w) DEEZ1E 2 DI 100
BB ZHEY LT\, EAROBIEL R 2% & 457E L7z 50 Bl 0228 O £ C b A A
CHEIEDFERZEBEONTVWE I e bh 5.

(2.13)



§ 2.3 —ZFINT S 2DFEFAANDER
(1) BERY b T—OADIREIRILF—EAHOES

A CER LA —IF LT b7 7% (TA) Oft%, EEOZE=—a2—-F1%xy b T —
7 DFEANCH AR BNy 7 Fa oy — a v GEEVRIEER) Tk, #E0HE
K w 1B RN (3L —B8) E O R W, BHLRICREEER T 5. A0
FTE. ZOABERICH L. TA @ TERIRRICENE ) 2415 U728 L WEHRIZ EH 3
3. 5%, 2y V=2 2KOHHBREERD XS RXERDVY 77 7B V(w) ¥ E
#£55.

Viw) = 5 3 llyy — oyl

ZIT, PEFET—2DV Y IAEL y, BBEIRT b, o, IZBEDEA w ITBIT 5
3y M= DRI M TH 5. FEHOEHNE, V(w) >0 ER2BEAES v ZRE
R CTRHETZ2ICH 5.

(2) TAIEZSALLEAEH 7Y R L

FATHIZRIC BT 2B RERE A v bV —2 (RBFN) TOHIRICEOE, FED S
X =& w; (BAPNAL 7 R) 1T 2R TRERERD X5 KT 3.
) B
%:—A V(w)2 gv -+ (2.6)
>k <%> +e

TIT, AREEER B (0<pB<1) ZTA DRBEEZGIET 237 X — &, € 30ERE
%% 2 Z2pi e DM NLIEEBTH 5. X (2.6) DREHIH ZIH Y, (OV /0wy )? &
BRI A —REEZBIZERD /) VLAD_FEERT 5. ZOHETIEHRILZITS 2212k
b, WD TNEWT T b —FERICBWTSH, DFD V(w)? 12X 258117055 1 hHE
FXi, REPENMER T2 e {ElEXYuoiiy (F 77 X) NAD»D I LPATHE

25,

(3) ZI—= Y BOEENEINTICE T34 1F3 2R

AL AN, 20 TA¥BAIZ FL—=>7%0D T8 (Sparse) Bty b7 —72 |
AT BRI H D TN—=Y k> T HMOBEADEE (w=10) SIhiGs, %8
ICHS T 589 X—XDOHHEIRBD T 5. MROABIETIZ, 2 OHIK N TRz
HZRERT 2 L PORPHD TREEICR D05, TAZEAT 2 Z e TUTORENEREONS.

o RiF A DMK

TN—=V KD RENDPHIREINIIRETH, TAIIKSI NIRRT X=X EeidE
BMED 721 TR CTHEIT 5.

10



o HEEEFDNINH
TN—==V I X o THEER S T-BEEREAIIH LT, TA BMEEMCEEER (B
i) 2EDYTEIRIYFTE .
o FIEMIR DRI
K (24) TEELAREH t; ZHW2Z 2T, == 7%OMHAEE (Fine-
tuning) (ZRER 2T v FEEBRINTHIL, HEK KEFTE R PR T X 3.
(4) REICH T BEEBLNE
TER L CEEEE 5720, X (2.6) ZBERULL. B8R T v 7 n IZB T 2EHADEHN%Z
RDEHITEDS.
V(w(n)? oV
5 (35) e

Z 2T 6t WEIUNRERI A T » I TH 5. Z DB X - EHHIE AW d Z 2T ERTFE
(SGD % Adam 55) Z TAR—RADFHANBEHZ, T —= 0 THOEEE % G5l
b3 27030 XLDERT 5.

wij(n+1) =wj(n) — A-dt-
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E3E

AREEEBETINEC T 7FAFa—Z>d

§ 3.1 AKBRERSEETILOEECIRR
3.1.1 BASENEDEE

HAR S B (Natural Language Processing: NLP) DJEHIE, FHEMEET HWTARE
FEDBEIRYE & BHEE 2 AN E T UL T 200 2 WS SO TH - 7. FI D 7 v —F
(&, N-gram E7MIARERSNEHMEIBEET AP ERTH D, HEEO HBHERICE SV

TRICKZ HGEZTHIL T, LA L, ZOFEIIRDO K X6 U Tt E R e EBIRK
T KT 270, ROXREZRT 2 Z e PRETH -7, 2010 FRICAD, =2 —7
Nty vV =7 HW-EiEE TV (Neural Language Models) 23835 L7 Z & TR
—Z£F 5.7, VALY b=a—=F0 kv F7—=2 (RNN) %, ZOHRKTH % LSTM
(Long Short-Term Memory) &, AIERDRI|FT =& 2> Z etz REMKFREFRD
FECBOWT—EDOREZZET. LU, 205 DETIVIRERIIT — X % B RAINAL
MY 2ME L. FFEOITEARA[EETH D, FEICH KRR ZET 5 &5 EmiR
REZHRZ TV £z, RINDBEL BB IZONTHRBEREENREE LT <. XRE
fRDEPNIIRAD D o 7. ZOEMHZITI L 72 DA, 2017 41T Vaswani 512 & o THRE
N7z TTransformer] 7 —F 7 7 F ¥ TH 5 .Transformer 1&. FIFEEZ T2ICHERR L.
[Attention GEEMNE) ) OAZHWS Z & T, XHOLHFEROERMEZWAICETRT 3
ZEZRAREIC L. COEHNTE D TERIIHHEVORIKED 7 — Xt v b W)
AlREE 72 D BUED KR SFEE 7V O EMERE NI

3.1.2 R7 =1 T8I L RIFHTIE

Transformer DEIGLAE, ETNLDRT X =R, FETF—2E, Z LU TetEEZHEMNX
5 Z 8T, BT /VOMRESRIERNCIA LS 2 Z & DHH 50278 5 7z Kaplan & (2020)
. IO DEFZELET VDB (Test Loss) & DRICNZFEH] (Power Law) A3AKAL S
LRy Ik T2 —1 v Z7H| (Scaling Laws) ] 2B L 7z. Z OIEHNC LU,
AREBEFRZHCAIUIR T 21ZE. ETVOBEETRIRRERECH ELIT S ENb. Z
DHIRICFHS =, Google ® BERT (2018), OpenAl ® GPT >V —X (2018-2023), Meta
® LLaMA (2023) 7 &, T X=X B AE (Billions) 2> 58 TE (Trillions) 2
TEHEERETANRL HFES N HIZIE. GPT-31F 1750 @7 X =22 H L. FiE
DRAZIINT BT 74 Fa—=rrz2iTbTed, PRBROWIRDOATERR I %2k
[Few-shot Learning | BE/JZ /R L7z, & HICHBRFEOWIIR E LT, Wei & (2022) & TEI%
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(Emergence) | EWOFRHEZME L TS, 2L, T LVOHEEN D 2 BEE 8 X 7-BRiE
W2, ZNFETONMNIERET VTR SN R - EERE (Bl 21X, B2 EiEE,
amiEHEAm, ZEREORBE ot R Y) B2 L TREAT B[ TH 5. Z DRIFEIFRHE
D, RO LLM 38z 5 IREFE TR 2@, WHNZ AN THEE (AGD ~ND2E
BH e LTHHEINSRROHMETH 5.

3.1.3 SHtEERDIE KL TGreen ALl NDIG

Lol ETVOEXEGAZENER 3726 LTWa. H—IZ, FEIXMDOHEKT
5. RO LLM 2 —EX¥E X8 3 701203, BTREOEMEE GPU 28 » A R E X 1
ZRENRDHY, ZOEINHBERII/NELETOZ IS 2 e b Ebh b, ARG
B OBEL SFHATRE L 1IXS VWEEL , SEETIIEERL T TR AL F R EEHR T
% [Green Al| NOHEENININ TN S,

BT, HEREO LA Ty GBE)  XEVHINOMETH 2. B TEAAFIRXA—ZDE
FTUERET 2123, 774 MO VRAM (EFAXEY) e, ZhzEH
TELZDEE—EOERT v ZRFERONS. 20 TAIOM G Z2HE, A~v—F 7+ 0%
Iy ITFANL R, HEIWVE— RN A Y T I A —AN—TEELSEEITLZEESE
5720121, ETNVDY A4 X EBINICENE S 2B/ RTH 5.

MERIEADT TO—F

IS OMECH L. AHETIE (L —=v 7 BfficEET 2. EFANORER S
TIRX—=RZHIERT 5 Z T, #HmIHERETHEEE XV B2 YWHENCHKRT 2 2 & 230]
BETH 2. L L., 1ERDHEML SV —= 7 FiEr2 LLMICHEA LSGE,. BIFICXk-T
S X N7 RS BE XN, BEOEEICZKEFEAE I A 20520
DD - 7-.

Z ZTCARBIFETIX, F2ETHENE X—IFAT7 577 &) OMEEEATS. T1—
=Ko THIZR o Ty P 7 =210 L, BIRKREPCRZ RFES 2878 X4 F 2
I A% 52252 T, Kb I-HBEERNROFHER Ty I THIEXE2 2 HIET. &
g, BERbo—&% 7Y% LLM BFEORAIUCT L, T3  TSEAN ofibrs
7R fERR R RT2DDTH 5.

§ 3.2 Transformer 7—F T I F v DEKXIBE
3.2.1 2 BE& c AFWIBDEKIF

RIFZEDINRE T 5 KR EFEE T NVDOHEE L 725 TV A DX, Vaswani 512 K-> T 2017
FICRRE SN [Transformer | 7—F7 7 F ¥ TH 5. KD RNN (Recurrent Neural Net-
works) SR T — R B HENEBRINTAIE L TO/2DI2xf L, Transformer 1& Self-
Attention (HCEENKM) 1 ZHW2 2T, RIINDE +— 27 VR OKEFERE R Z 512
AR 2SR,

Transformer DAV 2 FLORERIE, AN EUMH T 22> a3 —& (Encoder) &, %4
53 %7 a—& (Decoder) 255, LA L. GPT (Generative Pre-trained Transformer)
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o=
BERT BRAGT -5 2R BT — &
[Cancat(headl,headz,-~-,headh)Wg] i Yi
7y i
‘ Concat(head, }:adz, -+, heady) ] v, i w,
‘ Scaled Dot-Product Attention ‘ \

ant| [wwe] [ '\ 4 WEANNECHEDES I dy

(L3 ER) —
Q K Vv B ° o

Q K (Query) (Key)  (Value)
(Query) (Key)  (Value)
¥ 3.1: BERT 2 & 2 LB D 4 3.2: UMAP IZ & % RITHEAE

V=R LD TEAEOFER LIM X, 7a—XHHDA%EE L7z [Decoder-
only] 7—F727F ¥ ZEHALTWS. REITIE, Z®d Decoder 70 v 7 2T 2 00H

BY T LAY —IZOWTERT 3.
3.2.2 Scaled Dot-Product Attention

Transformer D d BELAEREZRIZ, AT b—27 VEDOESHEE (Attention Score) %t
59 % [Scaled Dot-Product Attention | TdH 5. AJJ & 72 2 DAARIATHI X 120t L.
FETREREATHI WO WE WY 2L 222 T, 72V (Query: Q). F— (Key: K).
N 22— (Value: V) D3 ODfTH2HEKT 5.

Q=XW? K=XWE v=xwV

IS ZHWT, Attention DHITEIRATEE XN S.

T

%E)V L (3.1)

ZIZTy dp BF—RT FLDOXTHTH 5. K (3.1) TBWT, QKT 32TOF—27 U
THRIONE GEME) 2R3 Zhz Vd, TRET S (R7—1 v 7)) B, Kook d,
DREL BoTBICHNEESERL, V7 vy 7 ABEROAESMEINS {725 (4
BIHR) OZPIC7DTHS. ZOBMICE D, 7 VIXHORERIICEDS T EEDH
AR OB Z ERANCHER 5 Z L AAREL 12 5.

Attention(Q, K, V') = softmax (Q

3.2.3 Multi-Head Attention

H—® Attention TlX, XROHE—DHE L2HEZ 2 Z BN TERWAIEEMEDR D 5. Z 2
C Transformer TlE, $72 2885325 (Subspace) DIEMR A MHNHH T 5 72D [TMulti-
Head Attention] L TWA. ETNLDRIC dpoda = h THDONY RIZHEL, Ny K
i (i=1,...,h) THEBNZ Attention ZF1H T 5.

head; = Attention(QWE, KWK vwY) ...(3.2)

22T WOWE, WY € Rt 35~y FEHDEHIATIICH 3. B~y K DU
& (Concat) &M, BRIEMIBEEAITHIS.

MultiHead(Q, K, V) = Concat(head, ..., head,)W? -.-(3.3)
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WO € RbmoderXdmoaer |FHFIHHATHITH 5. AFLICBIF 2 T —=VF, F2ZIns0
ERZREATHIRE W, WE WY WO) ZXRIZITbil. NELRNY RLEEZHIRT %
CETETNLORELAZNS.

3.2.4 Position-wise Feed-Forward Networks

Attention JEDRIZIE, FME (F—27 V) TN ORI—ICEHA I &a =2 —
I v b7 —2 (Feed-Forward Networks) 23EfHE XN 5. ZHUX 2 DDIREEH . #
D D IEFFETEALREE (ReLU % GELU) hotiXh 3.

FFN($) = Activation(le + bl)WQ + bQ tee (34)

B, HPREDORXIT dpp 13ETARIT doder D AMERRE (B dyyoaer = 1024 725 dyy = 4096)
WERE XN 5729, FFN & Transformer £KD 8T X — 2D 2/3 % 505, L1z ->T,
COREIIANT 2 TN —=r7F ETNVEMICBNTHED TRWIIRZ .

3.2.5 Positional Encoding & Residual Connections

Transformer |G 2 iz W, HEEOREIEIGSR (MEEHR) ZMo0DETAN
WG 208 0NH 5. 2 [Positional Encoding ] TH D, IEFRIKEEU: &% W THAL
EEH DR v AJTHDIABIZINE S 2. £/, &% 71 4 ¥ — (Attention 38 XX FFN)
DN, FEOREE ABER D701 TS (Residual Connection) | &
MEIEF . (Layer Normalization) ] 25@EH XN 5.

Output = LayerNorm(x 4+ Sublayer(x)) ---(3.5)

TOREEICED, BEHBICRINEBETILTH> THDLERELEFEENfE o TWVWA. &K
MR TIRRTI2X—IFAT7 F 727 22O, 2o oERNE 2 R Lo
D, TN—=V X oT W DRANR— RIS TZIRETOREBELZINEZXEEH DT
H5.

§ 3.3 BIFHUEBEIEDANZIL
3.3.1 BC#EMH D FEH

KRR EFEETNVOFEE T 0t 2128 2 mAROREIE. AMICX 2 7T (77
T—ay) BB LRV THCHED D #E (Self-Supervised Learning) | %+ LT
WA RIZH 2 JERDHHENTD D BT, A E1IEET NV y DRTDBRETH o T3,
LLM Q7T —& ik b4 X =%y b EDOT7F A+ (Common Crawl, Wikipedia %) &
TNVERTZIRW. ZZT, THFRAMNT—=XRZ0b00 5 TAN) & NEM) ZE#ICE
B3 2FEPHWLRS. BRINCIE, ANNSN T F R PO—H%ZEL (xX27 L), £
DRI NI RBEOSXR» 5T T 2 XA ZET MRS, 2O 7at A %@L T,
ETVIHGEDOER, IEME, 2 5 IIERICE 0 5 H R HEEREE ) 2.
Za2a—=IN2xy bT=T DRI A=K UTHENICERT 5. ZORBETER SN T
A =& Oy (E, WHRSEHBERNZELTED, BT 2B FEEORBRE LS.
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3.3.2 ERFEOBNERCETIL—FTIF ¥

HOZE D D ZEOERN R X R ZFHEIX. TETNLDT—F T 7F v 12Kk o TEICLLFR
DD KANENS . KT D GPT RINDETNLIZ. BEORRSEET Y > 27
HonTwnwa,

o (1) YA Z7{LFEFEET Y >~ (Masked Language Modeling: MLM)

BERT (Bidirectional Encoder Representations from Transformers) 7% ¥I1ZfRFE X
%, Transformer DY a—XEDEHWLFETH 2. ATIRIN X = {11, 29,. .., 27}
DHFNE T Y BLZWD0D b —27 2Rk b —27 > [MASK] KB Z#Z2. 2D
TCOHGEE TR 2. BB Ly (& A7 &Nz b—2 V8EE M s 330
BLEORAE (AOWMBLEOR/IME) £ LTERSNS.

Lyrm(0) = — Zlog P (x| X\ 0)
€M
TIT, Xy BRRZERTORVEABMDE b —2 > 2K MLM ER05H (Bidi-
rectional) OXAREMHATE 2720, XOEKREESCTEHZ X 7128\ TEWERE
RiET 20, XELERIIEIAAETH 5.

o (2) KR FEEET VY 27 (Causal Language Modeling: CLM)

GPT (Generative Pre-trained Transformer) >V — X TCHH XN TW3, Transformer
DT A= HWFiETH 5 . 51% THARRNEEEET Y >~ 2 (Autoregressive
Language Modeling) | & dMIN 5. HBKE t OHGE 2, . ZHLIETO HFES
T ={r1,..., 01} DAZFELLTTHTE2E2RX7TH5. BIBEE Loy 13, &
FN2IRDIEETERZ LM S HEROBICHMR L. TONBEELZRALTSZZL T
Ha5.

LCLM ZlOgP.T”l’l,.. y Tt—1; )

ZOENMUE, KROEHR (o= /7) Z < 72912, Attention R IC TSR <
A2 (Causal Mask) | Z#HT 2 Z & THEXNS.CLM X, ANErXXEZEL DL
FIRRICED S HEANBGEEH S Z N TE B 720, LEERR A7 I2BWTEEIEE
N0, KFRDOEBNRTH 5 GPT-2 B XU WikiText 77— Xt v b B2V
B, 20 CLM DA TITONS.

3.3.3 EERBFEBT/ L R XA VBERDIEHR

HHIFEH I o THRONL T A=K 0, ZPHEE L, FEDRA TR AL VDT —
ZE Y N Digrger ZFHOTEHIZFEZITS Trt A% THHE¥E (Transfer Learning) |
HEZWNX 774 v Fa—=v7 ) CER EBZENENTH 2RI, 74—
Za—J)%y MU =27 OB RHETHEE I H 5.

o MiJE
XIERH Y, HEEOHLERMFRE Wo Tz, FRBICHE T 2 RN R T 5.
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o BAJE
MIRDER, B, H 2 WVIEFRFEDHEMAE E Wo ey HREOEWERZLHE ST .

HATPFEBEADET M, BUC ML MBI T TESiE0 BN R HEES L
TWB1D, B—7 v bRRAIZDT—RENPVPREVEGETDH, 7 VXL EOEHED &2
T5XDEPICEEPOESEEICINE T2 2o TnWS. ZhEBRTRET5 L,
HETEE I T X — X BN BT 2R L, SFEL LTLD 5 LW O, TRE
TARREZRLZLTBY., 774 v Fa—=r 73 FOMHEBND 6 & R 7 BHER 0F 2R
T2 RETERE{LEE e ke 5.

3.3.4 MWL T 71 > Fa—=>J D#EHR : Instruction Tuning & RLHF
(Reinforcement Learning from Human Feedback : ABID 7 1+ — R/\v I h 5 D58
tFEH)

o {H/R"F 2 —=> 7 (Instruction Tuning)

HAfFEET T HxzEL ) ZBERED, T8l k) THRe L) tvwork
2—H - (Instruction) IZHES LIRS0V, 2 2T, (1R, BENZEE) ©
R7EZHWHAD HFEEITH 8T, ETALDT 74 X b (NEANDBEREM)
PR EXEZFETH 5.

e RLHF

RLHF TlX. EF VDA 2 ABDEF (Preference) Z#EE T (Reward
Model) ¥ LTH¥E X+, PPO (Proximal Policy Optimization) 7% ¥ DOi{b#% 7 v
Y XA LEFHWTLLM % #iHks 3.

INHDFEFVITNS, BERRERIFEET V2K HE50VIEE0—ERIx L TE
o2E (BAEH) ZIT50EN D 5. K RLHF 2 CIXEE a X 233D TEwn
72, AHEIMERT S (L —= kB3 ETLOEREL) & 2—3IF L7 |
77 RZEBFEOERN) E. INSDEERT 2 —= v IR RIVLREITERE T
FEIT 270 QR e LT, M TEWERME L EEEZED.
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REF

§ 4.1 REFEOEAFEIE

ARETIE, AR E CTICERNZ KR EEE T VO Ea X M e, 1ERDEHANCEIT 5
INHGHE DR 2 [FAIRFIC TR S 2 72D OFT 7 V3V X L ZRERT 5. AT ORETF AL,
M EEHRICEE D < iy 7 v —=>2" (Dynamic Pruning based on Gradient Information) |
& T2—3FA7 F 57 XX 2ARBHIGR) ZREZBNA TV Y FREEHESRT
LTH5.

4.1.1 ERFEDRA LN ZA/N— L DBEN

PR, =2 —I 13y V=2 OBENTFEE LTALHWLNTE R TP —=7)
. —Iz TR - 3TE - HEE) LI RN OZREDO Tu A2 TIThbN S Z
EMZpote. ZDT7 Fr—FIX, Lottery Ticket Hypothesis (E < UIRE) RETZDH
BRI N TVWBE DD, EFEICBWTIEEMNR - 2DOREEHZTWS.

FH—IZ, THEE X MOWA THL. —EFEPTT LAEETAVEHEL,. HERE
ZOEXEZ et d, HEMNCZEFETHD, KREET VBV TIEEBE~KT
GPURROEMa X b 2 EKT 2. 24Uk, KRS EIET T31R0K% AL OB FHE
5. BT, SO THh 5. —EHIFREI MGG, £DOROFEEIBETHY
B oG ETH, BRIV —=V I TIREESE 2 e AREETH 2. 24Uz kD,
ETOUIRARICH D T D, R L ERE SR IC R 2 7 — ADSER S Iz

NS OMEE RS 27291, RIFFETIE TEIFY R %—Z{t (Dynamic Sparsity) | @
MRS 5. 2, FE T AT T T 20200 TR L, FEOMET W7
LTYTZNANRAL LISy NI =SR2 E 827 e —FThHb. IHIT, £IITX—
SFAT NI RENVIFERNBIFRE R A F I 7 REEAT S Z 2T, BEEbictEs —
RIS O S X2 B ICIR X8, FICHEERELERE R MR L s 528 2D
5 ZAREICT 5.

412 BEFEOQOA7IA LT ( 1IBEA 1 F IV ADREBRE(L
RIERTFEORRKOMBEMNIX., —a—Fxy bV —2 D28 % 135 X —XZEf (G#E
fefE) oty & 'y Rueo—22/ (BERUE) ot OHEMHEEE L THIAEBE LR

RIZH 5 @EDARLE (SGD % Adam) &, BEEE Ny VT —IME G O LT, &
HBRYZ MV w BZEHTE (w+ w—-nVE) . —T, HME¥EIIEA w ZEE L. Tl
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AN OT*R NHES

BHGE G 2R T 5. TUHIEAEWIKFERIZH D Bh o, 7RI A D 7 = — X THL
XN TV AETIE. ZOZ2%E—DXA L 574 » TS 372D, LLIROY
AT INVEREERL 7.

o BHIL LTOIN—=V ZTEHADHIFR (wy; =0) 2. AT AN T 5D 5
g (Perturbation) ] » 2 WX M4EL) & LTER T 2. WHYINCE 21X, Zhudz
FLF —HiIFE (Loss Landscape) 1281} 2BEDLE R S, MHHIFNIRE Z ER X
B BTAICFE L.

e MITNE LTDOR—=IFNT I 7 XBINC X > TIAELENM LIS AT L%, X#—3
FLT7 b7 7 ZOFED THRFFEDGRM) 12X > T, #Hirtk (XHEXTD) ZEF
R HBINCE | Z AL EmEOFEH] (V) 7>y vk J1R) TR, 205 %A
HICHER O %2 H 3 203, JHEEA TS Z LT, BHFHOER» SR AN —
MAREE 72 5.

D R (Ir—=2) & THAE) OEERY A 271220, IKon¥ME (Plasticity)
PRIL72ATFEORKOLTH D, TSI D ETLVEAERBRANZHIZE L LoD, HIC
EWVWST = VAR LT B 2 e TE 5.

4.1.3 ZIJV X LDOLEMIET7O—

REI AT LOERN MM 7 v — 25032 A7 03 ) X4k, FRIFEBEADRHE
BEFEE TV (Pre-trained LLM) Z AN & L, BELB X RELINT R —ZXET L
rHIET 5.

e Step 1. #If{kE 7 —% £ v r DUEfH (Initialization) FF. WikiText-2 72 & D —
RAZHW, FRT—&% K 7832 (REWMIAED®) . FHFEHBEADEAS
FGRA—R Wi 20— R L., D 28— 25 1+ (BME) 1320 (BFERE) 2256 X
R— b+ $2. . ZZTEERDIZ, BRI VX LROMMETIERL. HIEESE
EEREEUIRENLSGZAX— T2 22T, TARF|ZALRE TRIBWRT 52
& (Global Attractor) | DZEH (Basin of Attraction) OHICHIHIIREZEL Z & T
H5.
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o Step 2: MV V¥ — (HEE) OEINFHE (Dynamic Saliency Calculation) & D
BAT v 7 (ERFFPEDHIR) I2BWT, RRFX—XOHEEE S;; 2itH T 5.
WHZETld, B 2 EAOHNE (Magnitude) TIE72 <, LA £ o33 3% E%
ERLU T—=EAER a7 28T 5.

OF
Sij = [wij - 5~ (%) (4.1)
i

DX, TZ0EAZHIRL ZHEC. BB NS 200 2Rl
mmﬁbfm%ﬁwﬂgiﬁk%méém\ﬁﬁ@??ﬁﬁmfﬁﬁmﬁﬁénfm
3 (=28 H2) e EERL, ThERET 3 2 L3 OEREH S LT
HETH .

e Step 3: HWIGH TN —=> F DFELT (Adaptive Pruning) Bt S N7V V) = > —I12H
DE. ML R(t) BERIIE, HROBDMERLTWS (7 P—ITZELTWVWS)
Baid. ENRZELZIE S 72012 R(t) Z—RHNCE D, BRI L <IREHL
TWAHER R(t) Z NI TREZLESE 2. ZO#ESHRHIENC X b, HERERITE
WK BFEEORE) & MRSFIRITEI X 5 EMAE) @ L — M4 7% HEICH
By 3.

o Step4: B—3IFNT b T2 RIEC K ZEAEH (TA Weight Update) F—=> %
<A M ZHEHALEEBEOEAW =W oOMIIHNL, Z—IFL7 77 ZXHNIE
DWHEHEITD.

EP
Aw = —n (VE + QWVE> (x) (4.2)

COEHRUCBIIZEIA (TAH) 2, IN—=V Ik TELREEE O LR
PRI, FEA (Singularity) ORI K > THRAR Y ML EMEIEXE 5. 242
Eh. BEINEE EXRoEHEA) 1T LT, THBREN-EADOEE 25t
K1 EWVWSITRNRANA T AR D, T X —=XOHALBEIZHIHED.

o Step 5: iHfie L—F—ED TRy 7T L ITHEET — & (Validation Set) %W\ T
EFILD Perplexity (PPL) BX PRS- RREFHlT 2. HfEY 32 28— 2K %
T2IKEEICEET % £ T, Step 2~4 2 XIET 5.

414 Z—IFLTFF72ICELB TERNG)] FREEDINER

ARFEEHE T AN BERDL SR T2, TV —=V 72 E X720 %5 THEE
724486l TH D, BETHIUIT AT L E2ARLENIEZERNTHS. L L, KFFET
X ZONNENEZ THRROFEEI) ) & U THEMmAINICHIH S 5.

PR DWERPABCKE NE (SGD) Tk, F/FTE (Local Minima) I 7 v a3 d &,
ZIHhORIHT OIS Z 2 KREREL ) 4 X 2O LR o7 M UTAFIET
. PN —= ko TERNICZ ILE — 2 2L X ¥, RFiEOELZEL 5% (H
ZWVIETHRSE2) . 2 OBENC, TA OEIIRICRAERT 2 2 8T, X7 LI137%L<
ol RRERCHE L. EDELSLE L. 2O XV EXTTED (R3—R72) fRN\LEB
BLTwL.
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2D TR & Ot (Escape) | & THifEANDEH (Convergence) ] DA A=A L Z
Z0, IBBFEPEVEMR  GFEE LWL T X 2 iRl TH 2 TA BIFELR TN
R, I—=U LK ANELEE R A RBEEOHL FERD 2B EFERX—IF L7 b
ZURDBEMET ST, 2RUF TED BOEADENL) N FREINLZDTHS.

§ 4.2 AERBEHRICESVWEBNTIL—=>F 73U L

Za2a—IN2xy PT=TDTN—=V BT, RDEERVEFHII 8D T X —
Z%ZHIERS 272 (Selection Criteria) | £ TwWwo, ENEITHIRT %2> (Scheduling) | @ 2
RIZENENE. REHITIE, AR TRETIHN N =0 T DL R I DD
TATY X LIZONWTEERT 5.

4.2.1 BERBEOT1 Z—BRICEDKH IV —DESE

PERD I N—=> 7FiE, FHIZ Magnitude Pruning (BEADMEHMEIZIED < BIE) &, [t
THEDV NS WEABZ, vy b7 =27 OIS 2F 52/ 0] L S ERANCHESWT
W5, L2 L., IFIEMEDI R WEEEE E T MIB VTR, ZORENHT L HKILLZRW
Banid 5. HlzZ03, EEEBERORMEEAHEIC S 2 EAIK, EARE S THHAEMIRIE
rThHh, FHIZHFEG L TOWRWATREEDLH 5. 512, XL IGE W/ NREATH -
TH, ZOHHBMDTREL, ROEHFTRELRRELEIS LTS H) DLoH7i
NRIRXR—=RHFET S, T oz —FHCHIFRS 2 Z 21, FEHDKRT V& v V2T
FELWV. ZZTARMHETIE, T X—ZDEEE (VY>> —  Saliency) %. HEREE
E 203 25 (Sensitivity) & U TEFEMNICERT 5. H5HA w & 012325 (HIFRT
%) ZeWXkHHEEEY E OZkE AE X, B8 Aw=0-w=—-w 252 ZDAE
LT, 74 7—EBHICEDRD L 51T 3.
AE = E(w+ Aw) — E(w) ~ g—iAw + %AwTHAw + O(]|Aw||*) (x) (4.3)
ZZT. H 3~y tf7¥] (Hessian Matrix: _f&E#5717%]) TH % .LeCun SR L 7=
OBD (Optimal Brain Damage) % Hassibi 5® OBS (Optimal Brain Surgeon) (&, Z D%
T (NvRITH) ETEERTIFETH 20, BUE~BTIEART X=X EHRDOLLM (IZ
BWT, BERBA Y 2ITHOHTH 2R T 2 Z L IFFHREENICAAEETH 5 (O(N3) D
AR N0 E720) . LizdoT, RFFETIEE —HDAEHW—IGE (First-order
Taylor Approximation) M T 2. 7L —=r B F2BEE Aw=—w TH 37D,
BROZNEDHMEIZRD X 5 15afblahs.
OF

S = | g ()| =l ] ) (1.4

2T gij = g FHEEBERRC L > THONZAETH 2. ZORAT S; &, [HHE
PDEADKES | & [20EAHIECGR 2HEN (WR) ) OMTRING. 2Tk
D, MEZNZ WD, 2ZEDOHAMEERTIED T 2 EEREA]  {EIKEWD, HiIxPry
DHEATWRWEA | ZHEYNIENT 2 2 & 23R[EE L 2 5. AFIEIE. Magnitude Pruning
DFEREROB X (O(1)) ZHEFFL DD, Hessian N— A DFRIT VBRI R Z Y 2 H
MR35, LLM CRBELRITERTHD L ERD.
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# cu

BIOSRAHI—DAE

o classO->>EEBHBEES T L/ELBHBEE/LRMERES X5 A

o class1->>1—H5—5/7 =R RF LT —F TSy b I A — 1A
o class2->>BE#ityB#9ith G/pFEi D

o class3->>TBENA/E R IEHRASEAFIEIR

o class4->>0>F >\ 1 DAEESERTRED

o class5->>U—JF T —2)L— hFI—2/JOVIFI—2RY RO
o class6->>H15 | [ERALERY/ENS | IEIRIERRED

o class7->>%EJ0 Y UEHBEAERE

o class8->>G&T —~/JOY IF T — IRiEE

o class9->>&fman/ S > IE/&E R U

o class10->>7 — & UERAEARET —F R

o class->>I1—H5) (1 /MRS b — NEBITF

o class12->>kEHHHIEMBEA L —H — P U/RFEHEE

o class13->>L>— NF—F/@FLS— NEFL S — NEEY—/ o e
o class14->>@EEE/T Oy HF T — I —/)T 4.3 2a—HY—FHFEDOD7+—<v b+ (csv)
o class15->>FIR&E/BERIHF/SFAE

o class16->>BEEB BB ERIEIERASENBME

o class17->>HEI5/FEISEREE/EEH —)(

DS ZER :

4.2.2 2FBEZEL-7O-NIL « FIL—Z2JHig

HEE S, ZAM L%, BRNCYDEAZ YA T 502 RET 5B & (Layer)
CEORMERERITS Ta—A - Tr—=v7) b, ETAEREOR AT X —XZHIEEL T
REXRET S [Ju—nL s == ) OZODERKDH % Transformer €71,
FHCLLM BV T, BIZ & o TRERTIREPRES RS ZepHIoTW2. fl X
. AN WERWB I 2R e T § 5 20 T RESMK S #ICHINIZEVWEEY
JE<° FFN (Feed-Forward Networks) OHEEIZ. 787 X —ZE0Z BFEILRAEEZEA
TWAHEHFADNDZ. b La—AL - F—=VFZ2HAL. 2FE—8IC 130 %A O X5
R ZIHRT ., BREIFEE-LEELRE (Rhrxv 7B ZHELTLEV, €7
NERDHEREDNZE LB R TEVRINDE. 2D, AFETIE I a—0L - Fl—=
VIR RS 5. BARINICIE. RO T RA—RDRAAT {Sy} Z—2DVY R MK
FILTY—=bFL. ETARIRT I X% ITHYT 2BME 0,000 ZBIHNCIRE TS 5.

My = {1 (552 o) (45

0 (Sij < Ogtobat)

COHIKICE D, TERE BIZIXFFN OF 2@ Y) 5 HIFEHPINC T X — X 23HITE
S, BEEZJE (Attention D Query FEATHIR YY) I3MRES NS WS, HEEEF D
JFENETILEERD T2 7V LUV THRICEBFINS.
T — 2 OREILIE
4.2.3 FHEOREEICK BN T IL—= > J RO

WO, ENFETDRT X —=REHIRT 20 nwS [F—=" 7% (Sparsity Rate) | D
HENIMO CTEETH 2. BEDL — b 2EA LT 2 &, FEVIHORNLE 72 B CEHE
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BAGE iR THIFRL T L W, ZDO%ROFEFEE (Layer Collapse) Z5|Z#t Z 3843
BB, FEPESREDICR L TELERETIE, ETMELELTWSRD, XK
B T — = IHA[RE L 72 5133 TH 5. & T TARIFETIE, FEOETIRM (Step) &
ETNVDEEE (Loss Stability) 12D We, UTOEINR Y 2 — VB R(t) ZEA
T5.

RO = g+ (1= exp (2512222 ) ) 9 (46)

-
CITHEOERIILITOBED TH 2. Vd— 17 v TR (twarmp): TRFRERD N 2
Ty ITEE TN == 7% 1TDT (R(t) =0). T X=X THIFE 85, 2L VI
WHED 7 > X WEICER T 25880 e 2 a 7aHliz i &, TA MER T % 70 Dy 7z T4
Wl 2T 2 72D ARIRTH 2 eI v+ — L7 v 71RIE. BFEE 3%
BAE A= 2 Rigpger W T REER 7 THREBEEBNIC IV —= v 7% FRXE 3.
ZAUC KD, BEBEEEN (avyy) LT, TARX2BELZHEICEDE 21T %
52 2. LEEFRE a(t): T o2, RSB TR LT, BROBENIEY £, £ZD
BEERE op THWREZRL 5.
1

) = T X2 (0) Bmg ) ™ (47)

BEEPELLLIREL T2 (0 REWV) BHEWEK at) 2/hE LD, Tr—=v27%
Bl 2 HEEPLEEL TWEEEZ at) =1 2D, TEBD OHIESTHORE. 2D
IO 72 HIEAR I X D, A7) X a3 1D NEFR s = SRR HEEL % I =
B L, HELL TV & XIS 2 EBE T2 C0o, Db EMDPIREA ML
2B TR EFAE T 200 X 5 R BENRIRZ BWEHESET 3.

4.2.4 RRAVDEFE TN AXA—2D1EE]

ARFRIZBIREN TN —=2 7D 5 —DODEBERFHIZ, —E 0I12ko7zEA (<
27 INTEA) KHEIEDF v VARG Z5NZHTH S EED TN —=> FEETII,
RRAY My =0 tRoEAIEHINT, KECFHALEE LS. L LA TIE,
AEETEBERIEI YR SNTEHAIIN LTS (Nv 77572 RT) {TORTWVWSRIZE
H52. 279y 7t TBVWTIYAZINTVWEEA w; THoTH, TOBEMNLRAB g
DIEFICKELS R, BEERAT S, = |wij - g5] (ZZTiE w Db D IRARM 72K =
X, HEIVEEBARERA VR R EDANY) T = a VDD B, REETIIEROMHEZE R
) DIBME Ogopa Z LRI 73BFE RRATy P t+1 TIYRY My 31 IRENS. 2D
(R X—ZDIETE (Regrowth) | X A=X b, RETHERZZ—IF L7 bT7 7 XD
HENCRIERAMAA G DX 3 2 T, EFVIREE SN HofEcEsh s 2 el B
REMOPEEINCHEEH LD oRER Ay FV—27 bR Y —%2HRA T2 Z L AHE
55,

§ 4.3 —ZFIT7 S URBEEMAMLEEEAEFHADRE

HIEICIER BN TN —=0 N2k D, =2 —FL %y T =27 D87 X —XZEIE, F
EHOEATITEE W N RICHIED M T b 5. 20 TSN ZEE) IckoTh Xk Xh
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%185 (Loss) O—RlRER%E, @HEOAME LD b@BPITERIC, ORI LRAE
SN TICR X8 2 72D ORODED, AEI T2 T2 —IF L7 b T 7 X1
HOKEAFEHH TH 3.

AEITIX, FH2ETERLBFNEREL, BEYE 7L —2v—2 (PyTorch %) L
TEMET 2B T T 4 A F e LTHET L7007 1a) X o, BLXUOKETE
FOREESE RS 27200 TEHRTRICOWTHL 3.

4.3.1 EHFROERXL L TAIHOEH

EHER LRI AFCRE T (SGD) ITBWT, B w OFEFNE, HEEHM E oAt VE
WCHFER ) ZRLLEZBES 5 2 TITbs.

wt = w® — pVEwY) (x) (4.8)

COHEFANIY T2y VEiETH D, RESEITIED IZONTHE B /NS 725 7D,
IR I FEREAEE) (HnER)) 1SR T 5. ZHenf L, A CIEE—IF A7 v 572
ZDFHEEAL, 82 EZ0b0%EH (R7rov) e LTHATS Tx—-3F
N7 NZ7 7 RE BZEIMLEUTNOEHIAZIZRT 5.

w D = w® — (1= NVEw®) + X Tra(w?)) (x) (4.9)

ZIT Ae 0, 1] id@EFEARE TATHORSHRZHIET 21N =T X=X TH D . Ury
W TAEARZ PLTHD, RO LS TERINS.

By
~IVEW)|? +

ZOK (4.9) IZBWT, BLELIL T OVHIERZFFD.

e FE(w)? (Error Potential) BIfEDFRZD 3 (0< B < 1) .EHPRKEIVE ZIFIKER
E2H5. BEHEZINESE L. WU EPMNIR S &, ZOEDPIEY 7> v V2R
BEEREAN L, AREHDCRZ T 5.

e ||[VE(w)|[* (Gradient Norm Normalization) &R MLDORKE XD F]. Zhz s
RHCEL 22T, ARORKZZIZDOHOTIERL, AEO THHA IR L T, #EER
T NMIHEDWIR =) Y RITS. 2T KD, AEEBERL 2T TV S
Mg (75 =) TH, REREHRAT v IR cE 5.

e v (Acceleration Factor) & —3IF L7 b5 27 XDRMRDIRE ZIRE T 5 1HREL.
4.3.2 BENFTREMEDOEE E RELEDTX

K (4.7) 2 2D F FHEME L THEEST 255, BEANRBEKE Y 13872 5 TRIERN AL
EME (Numerical Instability) | OREICERS 5. K12, ZEIETL T E~0 Lok
Ba. HE5WVIEARHERIZED ||[VE|| ~0 £ Ro75EI2. 7P IhEo0 %, EHhag
DMERFAUCFHB (NaN: Not a Number) 52V X705 5. AT, KRESFEET
v (LLM) DREFBEZFEIT 272012, LTFD 320 R MU Z L L 7-.

‘IITA (Uj)

VE(w) (x) (4.10)
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(1) -REILIE (Epsilon Stabilization)
SEOXaREZIC 0. FICHM/NRIEER ¢ (RERTIE le —8) ZMAT 3.
Denominator = ||VE||* + ¢ (x) (4.11)

AU & D, WELHHRI/ N X WIS T ERBEOBEAEZMHIL. StROZ e 2H
R 5.

(2) WERI VUL T A—ZFILT b 59 2BEOLMMNIE

X—3IFN7 b7 7 RIEIZOME L, FREAMETRBITEIERT 2. Zhh
HEE g I EDLEINTE, RTX—XPKELIROTETHENTZ 2
72, B—3IFAT VI RE Upy D NVLAZH LT EREC 2&T227) vy
TR EFTS .

i [[Upal| > O, then Wpy « Uy - (x) (4.12)

(3) EEREKEFEXT—1) >4 (Loss-dependent Scaling)

FHOBBIZBWT, 8L E PHEEKS 7or GBIV ETER R LGS,
R—IFNT + 77 ZO5EN G| ZIAAIXFIIRE) (Oscillation) 2L BhnD 5.
Z 2T, BEROMEIIE L TR —IF AT b7 7 ZROFEN 2 HES B 2B o(E)
PEALT.

a(E) = tanh(k - E) (x) (4.13)

COBBICE D, BRENDIBEEREZVEIT ar1 ELTX—IFALT T XN
TIVIHERE L. BRZEDHUNCIE B Y o — 0 272 - CEE OLENEAN L 1 5 2T
g5,

4.3.3 AdamW #5414 I1HDHES

FROKFEFFEE T VEHITE VT, Bz SGD ML s Z L IIMFTH D, WIS
BREFD AdamW (Adam with Weight Decay) DEEMERNCH WL ILT WS . RIFKE DR
LFE% SOTA (State-of-the-Art) EFMITHAT 2720121F, X—IFAT I 27XD
&% AdamW OFEHHANRE T E2REND 5. REXETIX, AdamW 25E1E T2 [E£—X
> & (BYEE m) ) & HESNYER (DH0E v) ] 12K > TRHIEXNEHNZ SISt
L. #—=3IFN7 s 77 XEZMERZANAL 7R LTEATSZFREEEH L.

Adam X7y
HEDEE g 225, E—X ¥ MEEME m, & 0, ZFITE L, EAEFINE Awagen %
15, A
A'wAdam =N 37% (X) (414)
U + €
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TA XATv/

BEDIER B, LA VA ||g]| 25 B—=IF A7 VT 7 RIE Uy REITET 5.
N Ty RE#

AR EFHRUIUATDO LS5 1Tk5.

Wity = Wy + AWadam — Nra - Ura (x) (4.15)

4.3.4 FTI—=2TJ%D MOET x—X1 I3 EHENT

AHIORBIC, ZOHEFRIDPEFN I —=r P HAEDI o BICYD X584 F
IVABRRIDLEENTS2. IV—=v 7 (A7) DEFEINZEEZDORTY 712
BT, ETLVORBEINIZITUET L, R B, 13281 7RI L35 @FE o4+ 7
TAXAT T, ZOBWRULREIH LU THARDKRELLE2DDD, ZDRIGITHELN
THYH, TOREBRREZETRKETRATy 72EHIT 2B LRV, —F., IBRFED
R—3IFN7 b T 7 REICE BE(w)? BEEFNTVS 48K E 2Bkt L3 - 7B, Z DIH
IR ERANCE-T) AL, FHART bL Uy ZEIICT—X bT 5. ZHIC
I, YRATLI2F THEOHE BRaNEEA) OFT, MlELZR/IMETE 2 1S AH]
PEICREIE L) 2 WO RNRNIPEL BRELT, I—=V Ik TELE 8 F
DI TR) ) &, B—3IFL7 v 7 XDERIC X > THRFRCBIEXN . 20 THEEBE
FREE) & DIENZZEE)IZ 20, AFRDP KB SEE T LD A =2 LEFIzBLTEV
[EHER MG B 2N, CERAKDERNTH 5.
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RERRLGICEER

§ 5.1 REROBIE

AETE, AIETHRRELEL Z2—3IFAT7 727 % (TA) 2HWEFHHN I V—=V7F
%) ORI ZBGEET 5 720 OBUEEBRIZOWTHERS . KRS FHEETAND T 74 VFa—
ST RRAZIBNT, RFIEMERFIEL WL T, CORE MERICRoEE(L) &
TeF NV OBEl) ZWNTELrZERINCIHMML. ZDOFEITONVTEREZITS.

FERTF—41 v bk . WikiText-2

SREETVOMREEHEICIE, BHENRANY F~v—F T =Xty b TH 2 WikiText-2 Z{f
F U7 . WikiText-2 {Z, Wikipedia OMEEE AL H2r b S NG ER T F AT —&
T»D. Penn Treebank (PTB) D WF =Xty b HERL T, XD KBIB R GERE
CHERN L XREKFEEREZEATWS 720, ET7FLORIAGES CARFEMFE S 23 2 DIz
BLTWS

T — 5?0) SrE (Split) BEUOHEIE. 7 — &ty FOEEAFICIENLITO@ED & L.

o FI#f7— & (Train): 36,718 fF
o IGEET — & (Validation): 3,760 ff
o 7 A7 —2& (Test): 4,358 1

KBTI, T — 2 Z2HWTETLDNRT X —XEHEITO, FT Ry 7 TRBIU
FERAT v 7T EIKGEET — & % W T Perplexity (PPL) ZHIE L. %8 O v 2y
DEMREIT o 7.

5.1.2 RERETILLHERE
o JEHL (Layers): 12
o 77 V¥ a VEE (Attention Heads): 12
o HDHIAARIT (Hidden Size): 768

o I ARFIE (Context Length): 1024 k—2 >
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5.1 FPNAR—RF A —&—FE

NF R —ZRIHH AOEAH %

Learning Rate 5.0 x 1075 — &7 GPT — 2FT OF)]
HiE

Weight Decay 0.01 SN (DY)

Optimizer AdamW £ = 0.9, 8y = 0.999

Gradient Clipping 1.0 NERRFE DR I

Max Steps / Epochs 3Epochs #J 18,000Steps itk

EH DT X —&

% 5.2: WEFIR

I X —LKIEH Eis) REfE 7B U NPV

TA Acceleration v 1.0 7 N7 7 ZDFEA
AR

Singularity Power B 0.5 BRI % T
2 FAER

Target Pruning | Riarget 30 % BASITZ T X — &

Rate HIPE B 1

Pruning Schedule — Dynamic ABCEERICED < H)
SN

o FEEY A X (Vocab Size): 50,257

TARTOERIL, Google Colaboratory L THEML 7z. FixN— F v = 7HEBIILI T D@

hTHs.

e GPU: NVIDIA T4 Tensor Core GPU (VRAM 16GB)

e CPU: Intel Xeon @ 2.20GHz

e RAM: 12GB

e Framework: PyTorch 2.0+, Transformers (Hugging Face)

5.1.3 N1 IN\—IN\5 X— A DRE

REZFEB L UCHBRFEOFEFITBWT, HEARE R NA =T X = RIN 2T
72D — Uz Bt 7 v 3 ) X A2 AdamW ZEH L. FERIIBEAr P a—7
(Linear Decay) ZHWTHEZE7.

X—IFL7 b5 7% (TA) BIUEHN I L—=V b IEED T XA —RIX, T

HEBRICHE S =L FOHEICERE L. Fic,

230 % HEMEE LTHRELTWS.
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Training and Validati Training and Validation Loss (Baselin

1.4 1.3 1

=
w
1
—
%]
1

Training Loss
Training Loss

=
%]
|

111

114
1.0 A

2500 5000 7500 2500 5000 7500 10000

Step

X 5.1: AGIP 8% M 5.2: "—2 51 4Bk

§ 5.2 REFRCEE
5.2.1 {EXEMOBRLES L 5 OMEE

5.1 @ Training Loss O#EFE%E L% & Step 9,500 3B X T8 Step 16,000 fFiLicBWT, 18
KZEFEHNTHER T 5 284 7 (Spike) DX N2, EHEOABLEICB VT, FEEY
TDIZD XD BREABE Loss DEACITFEHORE (B ZEH®RIT 22320, LrL.,
AFIHRIIBWTIE, ZOARL 73BTV —= 2 N Xk 2EZEE O35 X —XDHIER)
L. FRUCRIG L TAHDOIEMH I X - THIZiEE Z d i TERINEARZEL) TH S
CRIRT X 5, FFEETAREXIX, A% 7 DERIC Loss WEHIIK T L, JTEOKE, H 50
EZENLLIANCBRICICR L TW A ThH S, ZiUL. TA OFEHANCE T 2 FFEARNE
(EPIH) 2@, MEZ MK o THEULEEZBRN BB IANEEHLL, T X—%2%
W7 AN BE L2 2 B RE LTV 5,

BRICT v — FABICBIT AR EEEITS.

—JEIZ, T 27 A08EEHIZDR DR TV WO EBZ{To. R LT, &
RN R MR R 2 3T E . ZOREDLS. AT L0BFEHIEIES TH 3
ZeDWEZLND. AT LAERINCEBINCEETZ2 WS ZenEZI LS.

“fHEZ, TR T ADOBEZHE LT W) WO EMEITo/-. R LT, 4FHI
REFHALPINTDH 57223, D D— AL TEEBELTHRVWE WS ERTH-. Z
DIERDP SR T LEHDTHEI NTDDHI2EET I AT LDOBEELHEST 2 Z 2
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X 5.3: Hh&Xh/=3D 2777

TEZ2W0WH bbb, £, 35V LHAEICHAZINTVE2HDNE 505 DR
DOPEHATEZET, IO ATLOMELZHMEL THLS N TEXEEILNS.
=B, TVA4 77 ME#EY») WS EMZTo7%. #Re LT, 2RISR
FHMfiZGF2 Z e TE. ZOMENS. 7 I7°RRY, TFAMNREDFIRMENHE
UThreEZBIENTES.

WEEZ, T7 A4 VIEESLT WD) WIS EMZITo 7. MRe LT, 2RISR
REHMAZE2 Z e TEz. ZOMRIPS, KA TLOHEHEEAKRZELTOTY AL UH
HPeFwewnws e EZIoN5. HEKFERRT 2 ERITDERIERICLTWSE72HTH
BEEZBIENTES. —HT, Z(AHOEMTERELLS1Z, AT LFEEEDHH
PIMA 22 %2EZ2, T4 YOWMKEEZEZ ZDLEND 5.

FTEE, TZA PV ARLFHT 2N TERD] CWH EREI T Ry LT, 2
KINCH F DIFHIRZAER G e B TERDP -T2, ZO/MRENPS, AT LDFHIC
BOWTWERAMLREZRELZ WS 2R EZONS. ZOHBE LT, A7 L02KDIL
HIFF OB INDHIToNE. AT AREKONBEREAEN 2T, 2—F—3fF->TW»
BREEA W &, Fhn— RHEIEIEETH 2720, WO TRHTUIVWVD 21k
WI e RENEEROLNS., ZORRKL LT, vLF Fak Ao E W=7 1
AT OERLERIER, FhrbEHEZOEGHERLLRERDITONS. £z, 3D T 7B
A REIE S BNz 3D 77 7 ORIETFIEICOVWT O MEDNETH L. 51T, B—
FEIFICEH N EZEBINT 22T, WEPRESRoTHDHED A ML ARLKAAT
M TEBLERD.

SNMEBIW, 17 722 —DRGEYITH 20 L WISEMEIT-7. R LT, EFE
B AN =, BENRERLS M, YEoThhuwh—thriol. ZOEN»S, A
NITBF—U—RIZEoT, HHENB T IRX—DERLD, F—U—FIZkoTddZE
D, MLTWRWIZSZXZ—PHHEIATWAIenEZLNS. ZoHBr LT, 4MH
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AWz 5220 > 7FETH 5 k-means TIEHINIUBIZ X B2 ENZ L, T—XIZXoT
X, BLTWRWI IRAR—NEENEZAEWEDNH 5. £ 2T, HMUBEIZHRNT T AKX
YIOFEERHWS LT, IALDOMERRRTEEZLNS.

B, HEERY V=2 EHYTHEh) L WHIERMET-7. EReLT, &
ER BRI =M, BEMNREERN—, Eb56Thh0WhA—thekol. ZOMENPDS,
ANT2F—T—FDEVP, HEINE2T—XDEWVIZE->T, HiEiELRY P -2
FEENRLRZ DT oN5. SV simpson (R8T L EWEEZRE LD, T0D
LEWENGEIZI>THEDFEL TOARVWBDTHE VWS ZehEZONS. £ T,
TARTOHBERBVWTHT A2 I ORLEWVHEIEE TSI THRIRTZX 2 EZI 6N 5.

JUEBEZ, 13D 75 712 X 2 HNEEYITH 200 L WS EMZITo 7. 2RISR
RS2 N TER. ZORENPS, 3D 77 7k 2 HEELR Y vV — 27 DR[HHAL
BEHATHI VWS Zedbhbd. 3D 7 THNITEZLT, kb4 V&5 0574 77k
I CRBIEENEZILNS.

JUE B, TR BT REREITAZ 50 WO EMEZITo /2. MR LT, 2/
WHFENR GG 2182 Z e W TE 2. ZOREPS, YR T 22V T FiErER X
Dy, AT LEROCIRTFRRZDTPMENTH S W0WH e B TE 5. FRrehkriE
g 27203l L, BARRNIC X 2 fke, HEEL Y VY — 212X 3L EITS &
T, MRNBRTREEZITO LN TESEZS.

HEE, THLUWHIREZERATEZI ) L WIBMEIT-o7. R LT, 2N
WHIRZFHE 2152 Z e BT E 2. ZORR2S, BRI AT 2%2FHT222T, #
LWHIRZRRA TEZ L EX DI ENTES.

F72, HHEEA T, NERTEZ2FEHREHEPL L2000 CWHIERRHDD, AN
NBF—U—RIZEkoT, BUGBXNZREFFOBINE D 24 FE T+ BBOREF 2 BUG3 %
CEMTERDP TN EILNSG. ZZT, 5P LEUS T 2EHEHEOTY, £
LDFXF—T— EREFENIRFNZLEENIENOLDRTI LAY ITREBDITOLNS.
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HHDIC

AW TIX, EARREBEORAFEE T2 28T, IP 7Y RAF — FHiEDZ BT
YA T LDRFEEIToT2. BEEOREF T 7 v b 7 4 — A4 TlE, BWRERTF T — X%
—SUCEMREL, FFeREY vy /7T =X LTONMEITS 2L ZBS TRV, AR T
LTI, REORFFXEZMEMIEEL, FTHEHREzBEREEL, 205X Tr—2~<A
U e BEWEEE O FIERME L, KPR S AR MM EER W, @ a
PHRE L. COTRTLEREHTAZETIP 7Y RAF—FOHRBERHEM ML > ¥
Mz, KIS ZEH Uk 4 2 g 21T - 7.

AMETIRR LS AT LORME T 5. —OHORMIZ, BEARLRFCEREZN
7 MRBUCELL, ZOXRT MVZERB ETEENRZ SAR) Y T R{To I TH .
BEF CICEMINWRBRECER, FlOESRH 7 R FIHIEVELHML TV
5. 9 LENERE OO —EINRT PVEBICEE T2 2 e TEUR, FrFf
M DORMRGEPNTET 2SR HL L, MR RSTIREICR 2 EZ 5. ZbHITk
b, PRIk )~ 7 aflEmr SRFEMoO KR ERZ, Fil-MRORRICORITFS 2
YMMTEL I RERL .

“OHORBIX, HEBFROSINIC X ZHEERY VY- BERLZENSE 3D VT
7B 2D VI 7 ko TR LR To22TH 3. 2D 77 7 TIEERE B D HidzE
MO GREFH FTRBETAZILNTES. 2D I 71T TR 3D 75 712 Xk 352
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